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Abstract—Deformable image registration is an important tool in medical image analysis. In the case of lung CT registration there are three major challenges: large motion of small features, sliding motions between organs, and changing image contrast due to compression. Recently, MRF-based discrete optimisation strategies have been proposed to overcome problems involved with continuous optimisation for registration, in particular its susceptibility to local minima. However, to date the simplifications made to obtain tractable computational complexity reduced the registration accuracy. We address these challenges and preserve the potentially higher quality of discrete approaches with three novel contributions. First, we use an image-derived minimum spanning tree as a simplified graph structure, which copes well with the complex sliding motion and allows us to find the global optimum very efficiently. Second, a stochastic sampling approach for the similarity cost between images is introduced within a symmetric, diffeomorphic B-spline transformation model with diffusion regularisation. The complexity is reduced by orders of magnitude and enables the minimisation of much larger label spaces. In addition to the geometric transform labels, hyper-labels are introduced, which represent local intensity variations in this task, and allow for the direct estimation of lung ventilation. We validate the improvements in accuracy and performance on exhale-inhale CT volume pairs using a large number of expert landmarks.

Index Terms—Non-rigid registration, stochastic optimisation, Markov random fields, minimum-spanning-tree, lung ventilation, sliding motion, discrete optimisation

I. INTRODUCTION

DEFORMABLE registration of CT lung volumes has several clinical applications. It may be used for atlas-based segmentation of the lungs and its lobes [1], where expert segmentations from a database are propagated to a new subject. Longitudinal CT scans from the same patient can be used to monitor treatment or disease progression, e.g. for lung nodules [2]. 4DCT scans are now widely used for motion estimation in radiotherapy planning to increase the accuracy of dose delivery [3]. Deformable registration of dynamic CT scans can also enable direct estimation of lung ventilation [4] to assess patients with breathing disorders or spare well-functioning lung tissue from radiotherapy.

Non-rigid registration algorithms aim to solve an ill-posed, non-convex optimisation problem with several million degrees of freedom. There are three particular challenges in lung registration: large motions of small features, sliding motions between organs, and changing image contrast due to compression.

A. Large motion of small features

Motion within the lungs can often be larger than the scale of the features (vessels and airways). This may cause a registration algorithm to get trapped in a local minimum, and may lead to an erroneous registration. Local minima are frequently encountered in lung registration. In a recent comparison study on pulmonary CT registration [5], most algorithms have used continuous optimisation, which is particularly susceptible to local minima. In [6] a hybrid approach consisting of both a local intensity-based and sparse descriptor matching has been introduced within a variational framework. An alternative approach to avoid local minima is the use of discrete optimisation, which is usually formulated on a Markov random field (MRF). Discrete optimisation offers numerous advantages, in particular a greater control over the displacement space, to overcome these limitations. However, the space $L$ of possible displacements has to be quantised, leading to many more degrees of freedoms. One state-of-the-art MRF-based medical image registration method, drop [7], reduces the dimensionality of the problem by sampling the displacement space only sparsely (along the three axes). This however may cause the optimal displacement to be missed. The authors attempt to address this problem by iteratively updating the transformation (thus warping the source image towards the target). Experimental results in [5] do not show an improvement of drop compared to continuous optimisation based methods, mainly because it lacks some of the attractive properties that a discrete framework potentially offers: most notably, avoidance of an iterative solution and the use of a dense sampling of the displacement space.

Instead, we use a dense stochastic sampling approach. The whole range of possible displacements is considered at each node in a dense manner (with a discretisation step of $\leq 2$ voxels). We use a parametric B-spline transformation model with a regular control point grid. The voxels within non-overlapping cubes centred on the control points are assumed to move with the same translation vector. To reduce the complexity of the similarity cost calculations, it is calculated only for a random sample of all voxels within one cube. A similar approach has been introduced for continuous optimisation in [8]. The dense sampling approach does not require an iterative solution and enables accurate registration of small anatomical features undergoing large motion.
B. Sliding motion at lung surfaces

Most registration algorithms include prior knowledge about the smoothness of deformations into the optimisation process to avoid physically implausible folding or gaps in the deformation field. The smoothness constraint typically assumes homogeneous motion and can be part of the transformation model (e.g. B-splines) or used as a penalty (regularisation) term. This assumption is violated in the case of a sliding motion between two objects (at their boundary), which commonly occurs during respiration. A homogeneous smoothness prior at sliding surfaces causes the registration to be inaccurate. Several authors address this problem by masking out the background objects that follow a different motion (e.g. a “motion mask” is used in [9]). Two separate registrations are then performed for the foreground and background objects. However, in order to analyse the motion close to the boundary this requires a non-trivial fusion of the two resulting motion fields. In [10], a direction-dependent regularisation is proposed that is based on an automatically detected mask.

In our previous work [11], we introduced a different graph structure, namely an intensity-derived minimum-spanning-tree, which effectively models sliding preserving motion. Here, we extend on this work, by using a more principled approach for the transformation model (including subpixel accuracy, a multi-level B-spline parameterisation, and incremental regularisation) and by introducing the concept of hyper-labels for simultaneous ventilation estimation.

C. Intensity variation due to lung compression

A local change in lung volume is expressed as a relative difference in the corresponding Hounsfield values within the breathing cycle. The change in density (and image intensity) can be problematic for deformable registration if a one-to-one intensity mapping is assumed. Similarity metrics that assume a globally linear relationship (e.g. cross-correlation) or statistical dependency (e.g. mutual information), cannot resolve for the locally varying contrast. Locally contrast invariant metrics, such as local cross-correlation [12], local phase [13] or modality independent neighbourhood descriptors [14] may be used instead. Recently, so called mass-preserving similarity terms have been introduced by [15] and [16]. Based on our discrete MRF-based registration setting, we propose an alternative solution, where we introduce an additional dimension into the label space \( L \). The fourth label dimension represents a local multiplicative intensity variation for each control point in the graph. The advantage of this approach is that we can simultaneously estimate a dense motion field and a regularised map of local density change. This directly provides a ventilation image of the lung functionality. Previous two-step approaches [14], [17], [18] first estimated a dense motion field and then computed a local intensity mapping based either on a Jacobian or on analysis of the Hounsfield units (HU) (based on the difference image after registration). Ventilation estimation based on a combination of Jacobian and HU, named the corrected Jacobian, has been presented in [19].

The remainder of this paper is structured as follows. In Sec. II the discrete optimisation framework is formulated as a labelling problem on an MRF. An intensity-driven minimum spanning-tree representation is presented, which deals effectively with the complex sliding motion and offers attractive computational advantages over commonly used optimisers (such as graph cuts), because it can solve the labelling problem using only two passes of the min-sum message passing algorithm. A lower-envelope computation is introduced for a consecutive regularisation penalty, which enforces the smoothness of the full transformation (in a multi-level approach) and not only for the updates. A symmetric, diffeomorphic transformation model is employed, which both ensures inverse consistency and a singularity-free deformation field. Thereafter, the dense stochastic sampling is discussed and the concept of hyper-labels is introduced. An overview of the resulting algorithm is presented in Fig. I. Section III describes the 4DCT lung dataset consisting of 10 cancer patients and a large set of manually defined landmarks. The landmarks are used in Sec. IV to evaluate the novel contributions made in Sec. II in terms of registration accuracy, complexity of deformations and computational efficiency. The results are also compared to the state-of-the-art continuous optimisation framework gsyn [12], which performed best in a recent lung registration challenge [5], and two methods from the literature, which have been evaluated using the same dataset. The capabilities of our approach to accurately align small features undergoing large deformations, the preservation of naturally occurring sliding motions, and simultaneous lung ventilation estimation are clearly shown.

II. METHODS

Deformable registration using discrete optimisation is usually formulated as Markov random field (MRF) labelling. For the purposes of our parametric image registration framework, a graph is defined, in which the nodes \( p \in P \) (with spatial location \( x_p \)) correspond to control points in a uniform B-spline grid and in which, for each node, there is a set of labels \( f_p \), which correspond to discrete displacements. The energy function to be optimised consists of two terms: the data (also called unary) cost \( D \) (which is independent for each node); and the pair-wise regularisation cost \( R(f_p, f_q) \) for any node \( q \), which is directly connected (\( \in N \)) with \( p \):

\[
E(f) = \sum_{p \in P} D(f_p) + \alpha \sum_{(p,q) \in N} R(f_p, f_q) \tag{1}
\]

The unary cost measures the similarity of the voxels around a control point \( p \) in one image and the set of voxels in the second image around the control point location, which is displaced by \( f_p \). It is independent of the displacements of its neighbours. The pair-wise term enforces a globally smooth transformation by penalising deviations of the displacements of neighbouring nodes. The weighting parameter \( \alpha \) sets the influence of the regularisation. For the case of lung CT registration, sum of absolute differences (SAD) has been widely used as similarity metric and the deformation field is regularised using...
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Fig. 1: Overview of presented approach for MRF-based lung registration. The flow-chart displays the algorithmic order of individual steps presented in Section II A. A C++ implementation of the algorithm is available at [http://users.ox.ac.uk/~shil3388](http://users.ox.ac.uk/~shil3388)

the squared differences of the displacements of neighbouring control points. Let each label $f_p$ describe a three dimensional displacement $f_p = u_p = \{u_p^x, v_p^y, w_p^z\}$ between a control point $p$ in the fixed image $I$ and the moving image $J$. The energy term then becomes:

$$E(f) = \sum_{p \in P} |I(x_p^p) - J(x_p^q + u_p^q)| + \alpha \sum_{(p,q) \in N} ||u_p^q - u_q^q||_2^2$$

(2)

A. MRF-based optimisation

Methods to solve the MRF labelling problem can generally be categorised as one of two approaches: message passing and graph cuts. Message passing schemes include: loopy belief propagation (LBP) [20]; sequential tree-reweighted message passing (TRW-S) [21]; and dynamic programming on a tree [22]. Popular graph cut algorithms include: $\alpha$-expansion moves (\(\alpha\)-GC) [23]; and the fast primal-dual strategy (FastPD) [24]. Graph cuts can solve binary energy minimisation problems exactly by finding the minimum cut, which separates a graph, in which each node is connected to its neighbours and two additional nodes (source and sink). $\alpha$-expansion moves are an extension of graph cuts to solve multi-labelling problems. Even though they are guaranteed to converge, they do not find the global optimum in most applications. Since $\alpha$-GC relies on the pair-wise potential to be a metric, the most commonly used regularisation term, squared differences of displacements, cannot be used (only the square root of this, the L2 norm, is a metric). FastPD shows an improved performance compared to $\alpha$-GC and relaxes the metric-requirement. However, this comes at the cost of substantially increased memory requirements (FastPD requires roughly 1000 bytes memory per degree of freedom, compared to 6 bytes for $\alpha$-GC or message passing approaches).

Following the paradigm of pictorial structures [22], we propose that medical images can be more efficiently treated using a relaxed graph structure. Instead of connecting each node to its six immediate neighbours, only the most relevant edges are considered, leading to a minimum spanning tree (MST). The MST is a spanning tree with minimum total edge costs. The selection of the root node does not influence the result of the message passing. The MST sufficiently reflects the underlying anatomical connectivity in a medical image (see Fig. 2). Message passing on a tree finds the global minimum, without iterations, in only two passes.

B. Minimum spanning tree

Using Prim’s algorithm [25], we can quickly find the unique MST given a set of nodes $p \in P$ and edges $c$. The edge weight $w(p, q)$ is defined as the sum of absolute differences (SAD) between the intensities of all voxels within the influence region of a control point $p$ and the respective voxels for a neighbouring control point $q$. The tree is well balanced, and, as a consequence, the maximum width is approximately $|P|/\log|P|$. The output of Prim’s algorithm consists of a sorted list of all nodes (with increasing tree depth) and the index of each node’s parent. A similar approach has been used for stereo correspondence [26], however other methods (LBP, TRW-S) perform better in that specific application.

Finding the best labelling for each node, i.e. the global optimum of Eq. (1) is possible using the min-sum message passing algorithm on the MST [22]. At each node $p$, the cost $C_p$ of the best displacement can be found, given the displacement $f_q$ of its parent $q$:

$$C_p(f_q) = \min_{f_p} \left( d(f_p) + \alpha R(f_p, f_q) + \sum_c c(f_p) \right)$$

(3)

where $c$ are the children of $p$. The best displacement can be found by replacing $\text{min}$ with $\text{argmin}$ in Eq. (3) For any leaf node, Eq. (3) can be evaluated directly (since it has no children). Thereafter, the tree is traversed from its leaves down to the root node. It is worth noting that the costs $C_p$ only have to be stored for the next tree level (only the $\text{argmin}$ is needed to select the best displacement). Once the root node is reached, the best labelling for all nodes can be selected in another pass through the tree (from root to leaves). Another advantage of using message passing on a MST is that the exact marginal
C. Message passing with incremental diffusion regularisation

Finding the minimum naively requires $|L|^2$ calculations for the regularisation cost per pair of nodes. In [20] the min-convolution technique is introduced, which reduces the complexity to $|L|$ by employing a lower envelope computation. For most commonly used (pair-wise) regularisation terms, such as diffusion (squared difference of displacements) and total variation (absolute difference) regularisation, this simplification is possible. Each label $f_p$ can be represented by an upward facing parabola rooted at $(f_p, D^s(f_p))$, where $D^s(f_p) = D(f_p) + \sum_c C_c(f_p)$. The minimisation in Eq. 3 is defined by the lower envelope of these parabolas. In order to find this lower envelope in a single pass over all labels, the intersection between the parabola of the current label and the right-most parabola of the lower envelope needs to be calculated. This technique, which is described in detail in [20], requires the label spaces $L$ of both nodes to be equivalent. We make an extension to this method, which enables the use of an incremental regularisation in a multi-level scheme. If a previous deformation field is known, we first warp the moving image towards the fixed image. Since, the regularisation cost depends only on the difference between two labelings, only the (subpixel) offset $\Delta = u_p - u_q, (p,q) \in \mathcal{N}$ for each dimension between displacements has to be considered. The lower envelope can be found in a similar way as in [20], however the coordinates of the intersections $s$ of the parabolas now depend on the offset $\Delta$:

$$s = \frac{(D^s(f_q) + (f_q + \Delta)^2) - (D^s(f_p) + (f_p + \Delta)^2))}{2 \cdot (f_q - f_p)}$$

(4)

D. Symmetry and diffeomorphism

For many deformable registration algorithms, one image has to be chosen as the target, the other as the moving image. This biases the registration outcome and may additionally introduce an inverse consistency error (ICE). The ICE for a forward transform $A$ and a backward transform $B$ is defined as the difference between $AB$ and the identity. In [12] a symmetric deformable registration is introduced, which calculates a transformation from both images to a common intermediate image and also ensures that $A(0.5) = B(0.5)^{-1}$, where 0.5 defines a transformation of half length. The full forward transformation is then $A(0.5) \circ B(0.5)^{-1}$.

We adopt a similar approach, in which we first estimate both full transformations $A$ and $B$ independently. In order to calculate a valid inverse transformation the transformations have to be diffeomorphic. In [27] it is shown that B-spline transformations can also be guaranteed to be diffeomorphic if the maximum displacement of each control point is limited to $\approx 0.4$ times the grid spacing. However, this reduces the maximal possible deformations otherwise the grid spacing has to be increased by too much. In our approach, we first allow for displacements larger than the theoretical limit, and afterwards obtain a diffeomorphic mapping by applying the scaling and squaring method [28]. This approach avoids transformations for which physically implausible folding of volume occurs and yields a continuous-valued transformation. We then use a fast iterative inversion method, as presented in [29], to invert the half-length transformations and obtain $A(0.5)^{-1}$ and $B(0.5)^{-1}$. This ensures that the two new symmetric transformations $A^S = A(0.5) \circ B(0.5)^{-1}$ and $B^S = B(0.5) \circ A(0.5)^{-1}$ are inverse consistent. A different approach was presented by [30], which uses only one transformation grid (in the space of the intermediate mean) and ensures a symmetric transformation by enforcing the forward displacements to be the opposite (negative) of backward displacements. This removes the need to calculate two separate transformations, but has a lower accuracy, since the lowest step (without additional interpolation) is then two voxels.

E. B-spline transformation models

To avoid local minima, most continuous-optimisation-based registration algorithms use a multi-resolution scheme in which the images are downsampled after Gaussian smoothing. This may degrade the quality of the registration. We adopt a multi-level B-spline scheme [31], in which we only employ the highest resolution image. For a given level, the image is subdivided according to the B-spline grid into non-overlapping cubic groups of voxels. We choose non-overlapping cubes to preserve the independence of the unary term for all nodes. The similarity cost, which is incurred when translating a cube of voxels (or equivalently move a control point in the B-spline grid) is aggregated voxel-wise as explained in the next section. Subsequently, the regularisation term is calculated only for each control point in the B-spline grid. Using this approach, both high spatial accuracy and low computational complexity are achieved. For the next level, the previous deformation field is obtained using the B-spline interpolation for voxels between control points and used as the prior deformation. The order of the B-spline (linear, quadratic or cubic) can be chosen according to the application. While this parametric transformation model introduces a way of obtaining subpixel accuracy, a hybrid approach using an additional continuous refinement step (c.f. [32]) may be beneficial.

F. Dense stochastic sampling

In the previously presented drop method [7] the complexity (especially the memory requirements of the employed FastPD optimisation) of the registration had to be reduced by using a sparse sampling of the deformation space. Instead of densely sampling the deformations in all three dimensions, only displacements along the three axes are considered. This may lead to a non-optimal registration and severely reduce its accuracy. In [33] it has been shown that this leads to similar problems, which are common for gradient-based optimisation (local minima, bias of initialisation). Using the more efficient optimisation strategy presented above, the search space can be increased substantially. We therefore propose to use a dense displacement sampling with a discretisation step of only 2 voxels for the first level. While the complexity of the smoothness calculations is reduced using the parametric grid.
model, the computational complexity of the similarity cost is only dependent on the number of voxels (and independent of the number of grid nodes). This can easily outweigh the performance gain, which is achieved with the more efficient MST-based regularisation. In the context of gradient-based medical image registration the concept of stochastic optimisation has been introduced by [8]. In the case of a parametric model there are many more voxels than control points in the transformation grid. The similarity cost of a certain control point displacement is then aggregated (or summed) for all voxels within the influence range of the control point. Similar to [34], we can make a stochastic approximation to this summation. Only a random subset \( K \) of all voxels is used for each control point. This makes the similarity term computation many times more efficient with very little sacrifice of registration accuracy. \( K \) is chosen experimentally in Sec. \text{III-A}

\( G. \) Hyper-labels for dynamic imaging

In many applications of medical image registration, finding the transformation parameters is only an intermediate target. One may be interested in propagating segmentation labels, estimating contrast uptake in dynamic sequences or generating a patient-specific (predictive) motion model. Parameters other than geometric displacements are of interest. We introduce hyper-labels into our registration framework, for which a fourth (and possible higher) dimension is added to the label space. This additional parameter may correspond to a non-uniform multiplicative intensity variation (to estimate bias fields or pharmacokinetic parameters), a segmentation label (c.f. [35]) or a motion parameter (e.g. the phase shift for a sinusoidal motion in 4D data). In this paper, hyper-labels are used to directly estimate the density change of lung tissue and therefore the local lung ventilation.

Simultaneous image registration and intensity correction has been proposed to deal with non-uniform bias fields in combination with brain tissue segmentation in [36]. The coding complexity of the residual image is minimised in [37] to estimate a smooth intensity correction field. Similarly, in [38] a regularised correction function is employed in a variational optimisation framework to compensate for inhomogeneous intensity mappings. The disadvantage of such approaches is that they all rely on continuous optimisation schemes and are readily trapped in local minima. In contrast, our proposed hyper-label approach allows us to freely define the range of possible intensity correction values. It can also make use of the globally optimal regularisation, avoid local minima and is independent of the initialisation.

Two different metrics have primarily been used so far to derive ventilation images from dynamic CT [17]. Hounsfield unit (HU) change and Jacobian determinant of the deformations. Both methods were studied for ventilation estimation in [39], [4], and [40]. In [41] it was found that only the HU-based ventilation estimate had a significant correlation with lung functionality of emphysema patients. In most cases the ventilation estimation was performed in a post-processing step after deformable registration. In [15] and [16] the intensity change based on the Jacobian determinant is included in the similarity metric during the registration (so called mass-preserving registration). For MRF-based optimisation this would introduce an unwanted dependency of the unary and pair-wise potentials, so we adapt the HU-based approach. According to [41] the fractional local change of lung volume \( \Delta V_{HU} \) is defined as:

\[
\Delta V_{HU}(x_p) = \frac{I(x_p) - J(x_p + u_p)}{J(x_p + u_p) + 1000} 
\]

where \( I \) represents the exhale and \( J \) the inhale volume, both measured in Hounsfield units, and \( V_I(x_p)^{vox} := 1 \) the exhale voxel volume, which is constant across the image. To include this locally varying density correction function into our registration framework we introduce a fourth variable \( \nu \) to the label space \( \mathcal{L} \), so that \( f_p = \{ u_p, v_p, w_p, \nu_p \} \). For each node, \( \nu_p \) takes quantised values of local volume change and the smoothness of \( \nu \) is ensured in the regularisation term. We simplify Eq. [5] by adding 1000 HU to both images. This yields:

\[
\nu_p = \Delta V_{HU}(x_p) = \frac{I(x_p)}{J(x_p + u_p)} - 1 \\
\Rightarrow (1 + \nu_p) \cdot J(x_p + u_p) = I(x_p) 
\]

The unified energy term to be minimised is then:

\[
E(f) = \sum_{p \in P} \left| I(x_p) - (1 + \nu_p) \cdot J(x_p + u_p) \right| + \alpha \sum_{(p,q) \in \mathcal{N}} \frac{||u_p - u_q||^2 + \beta(\nu_p - \nu_q)^2}{||x_p - x_q||} 
\]

where \( \beta \) can be used to weight the influence of density change on the regularisation. The min-sum algorithm can be applied as before, as well as the lower-envelope computation, except this is now performed over a four-dimensional array of smoothness terms. The ventilation image \( V_{HU} \) is directly given by \( \nu_p \) extracted from the given labelling \( f_p \) after optimising Eq. [4].

The choice of \( \alpha \) will be discussed in Sec. \text{IV-A}. Figure 5 shows an example of the estimated ventilation maps, using the Jacobian metric and our approach.

\( \text{III. EXPERIMENTS} \)

We performed deformable registration on ten cases of the DIR-Lab 4DCT dataset acquired at inhale and exhale phase [42].[42] The patients were treated for esophageal or lung cancer, and a breathing cycle CT scan of thorax and upper abdomen was obtained, with slice thickness of 2.5 mm, and an in-plane resolution ranging from 0.97 to 1.16 mm. Since these 4DCT scans are already in rigid alignment, no linear registration step was required. Particular challenges for the deformable registration task are the changing contrast between tissue and air, because the gas density changes due to compression, discontinuous sliding motion between lung lobes and the lung rib cage interface, and large deformations of small features (lung vessels, airways). For each scan 300 anatomical landmarks have been carefully annotated by thoracic imaging experts. The maximum average landmark error before registration is 15 mm over all cases. The first five cases have been cropped

[42] This dataset is freely available at http://www.dir-lab.com
local volume change is therefore 60 %, which is well within the range of values measured in previous studies [41]. The landmarks are well distributed throughout the lungs and have been selected with an intra-observer error of ∼ 1 mm.

A. Parameter choice

The challenges of the dataset require us to optimise over a large number of degrees of freedoms. Only the highest image resolution is used, but the number of nodes is reduced by using a uniform grid of control points. Three levels with decreasing grid-spacing of $g = \{8, 6, 4\}$ voxels are employed. This means that the number of nodes is increased for each subsequent level. The number of labels is correspondingly decreased, and the maximum search radius is set to $l_{\text{max}} = \{8, 6, 4\}$ steps. The search space is defined as $L = d \cdot \{0, \pm 1, \ldots, \pm l_{\text{max}}\}^3$ voxels, where $d$ is a discretisation step, which is defined as $\{2.0, 1.0, 0.5\}$ voxels for the three levels. Sub-pixel displacements are achieved by upsampling the moving image using trilinear interpolation.

For the similarity term $K = 64$ random samples are used for each control point $p$ within the cubic region $R_p = \{-g/2 + 1, -g/2 + 2, \ldots, g/2\}^3$. The sampling locations are uniformly distributed within the local support region $R_p$ of a node. The same locations are used for all displacements $u_p$ for one node, but the sampling is updated for every new node, to avoid a bias. Given a grid point spacing of 8 voxels, the standard deterministic similarity cost computation would require 512 calculations per node, the stochastic approach therefore yields an 8-fold improvement in computation time. By using the same numbers for $g$ and $l_{\text{max}}$ for each level the complexity is kept constant for each level, the number of similarity computations is $\sim K \cdot n / g^3 \cdot (2l_{\text{max}} + 1)^3 \approx 8Kn$, thus linear with the number of voxels. By using the lower envelope technique discussed in Sec. II-C the complexity of the regularisation term is also linear with $n$.

The B-spline order used to interpolate a deformation field to a higher level can be chosen according to the specific application. We found that a first order (linear) B-spline function provided best results, because it can better preserve the sliding motion. There is a small trade-off between accurate sliding motion preservation and enforcing of diffeomorphic, invertible transformations. We have, however, found in our experiments (see e.g. Fig. 6) that by using a small grid-spacing in combination with the dense displacement sampling a very sharp gradient in the motion field could be recovered, while at the same time preserving a transformation without singularities.

The hyper-labels, which are added as fourth dimension to the label space $L$ are set to $\nu = d \cdot \{0, 1, \ldots, 4\}$ with discretisation steps of $d = \{0.15, 0.075, 0.0375\}$. This means that the complexity is increased by a factor of 5. The maximum local volume change is therefore 60 %, which is well within the range of values measured in previous studies [41]. The weighting factor $\beta$ in Eq. 7 is empirically set to 1.

IV. RESULTS

To quantify the registration accuracy and the influence of each of our contributions, we use the 300 manually selected landmarks per scan, which are provided with the dataset [42]. The landmarks are well distributed throughout the lungs and have been selected with an intra-observer error of ∼ 1 mm.

A. Influence of regularisation weighting $\alpha$

In addition to the implicit regularisation of the parametric B-spline grid, the regularisation terms $R(f_p, f_q)$ in Eqs. 2 and 7 are of great importance. A higher value of $\alpha$ results in a smoother deformation field. Figure 4 shows the resulting registration accuracy and the mean squared error (MSE) between the deformed moving and fixed image with varying strength of the regularisation $\alpha$ for our proposed method. Interestingly, the lowest MSE coincides with the lowest target registration (TRE), which helps in selecting a suitable value for $\alpha$. In order to compare different registration techniques, they should generally have a similar complexity of the resulting transformations. The standard deviation of the determinant of the Jacobian $J$ of the deformation fields is used to measure the complexity, where $\text{std}(J) = 0$ describes a perfectly smooth transformation.

B. Evaluation of contributions

The deformable registrations for all ten cases between maximum inhalation and maximum exhalation are first performed using a symmetric transformation model, the dense stochastic sampling approach, without the use of hyper-labels and using the optimisation based on an image-derived MST. This forms the baseline for the subsequent experiments. An
average registration accuracy of 1.52 mm, with a smoothness of \( \text{std}(J)=0.109 \) is obtained for the baseline of our proposed algorithm with a computation time of 2.04 minutes per case. Next, each individual contribution of this work is tested separately and compared to the baseline, thereby only one element is changed each time. The optimal regularisation weighting \( \alpha \) is found for each method separately (as shown for the baseline in Fig. 4 left). All deformations are free from singularities. The results are summarised in Table I and Fig. 5.

1) Axial sampling: First, the dense displacement sampling is replaced by the sparse approach used in drop [7] (and similarly in [43] and [44]). Here only displacements along each of the three axes are considered. This substantially reduces the size of the label space from \( |\mathcal{L}| = (2l_{\text{max}} + 1)^3 \) to \( |\mathcal{L}| = 3 \cdot 2l_{\text{max}} + 1 \). Following [7] we introduce an iterative loop to partially compensate for the reduced degrees of freedom. The accuracy of the registration experiments significantly deteriorates (to 2.25 mm), confirming our previous assumption that an axial sampling of the displacements results in many false local minima of the registration problem.

2) Graph Cut: Second, the MST-based optimisation is replaced by \( \alpha \)-expansion graph cuts [45], [40] using a six-connected graph. FastPD is not suitable because of its larger memory demand. Since our preferred diffusion regularisation term (squared differences) is not a metric and cannot not be optimised with \( \alpha \)-GC, it is substituted with the L2 norm (Euclidean distance) (see also discussion in Sec. II-A). During the multi-level registration, the regularisation can only be applied to the update of the deformation field when using \( \alpha \)-GC, and the computation time for the optimisation is increased by a factor of over 30, demonstrating the improvements achieved by the use of our MST-optimisation. The accuracy is also slightly decreased to a TRE of 1.73 mm.

3) Non-adaptive MST: As described in Sec. II-B we employ an image-derived MST, which removes edges across locations with large intensity differences, which are likely to coincide with sliding motion. To evaluate the suitability of this approach, the alternative of choosing a non-adaptive MST, which is achieved by setting the edge-weights for the six neighbours of each node randomly, is included for comparison. Using a non-adaptive MST significantly reduces the accuracy to 2.05 mm. Figure 6 demonstrates that this is mainly due to the better preservation of sliding motion of our image-adaptive approach.

4) Asymmetric: In general, registration problems should be treated symmetrically to remove bias from the choice of fixed and moving image. The direct comparison of an asymmetric registration to the baseline also shows a significant improvement in terms of registration accuracy for the symmetric approach. The smoothness of the deformations of an asymmetric registration is also decreased, due to the fewer constraints.

5) Non-stochastic: As discussed in Sec. III-A the stochastic sampling approach for the similarity terms yields a greatly reduced computation time. Figure 4 shows that the registration...
accuracy improves with an increasing number of samples, but converges at $K \approx 64$. The TRE of the deterministic approach is only slightly lower than the stochastic one and this change is not statistically significant.

6) Hyper-labels: Last, we study the influence of the proposed hyper-labels for simultaneous registration and intensity correction. Five quantised intensity correction labels are added to each geometric label, therefore this approach has a 5-fold increased complexity. The average TRE is further (statistically significantly) reduced to 1.43 mm. Additionally, the obtained intensity correction field can be directly used to quantify lung ventilation as described in Sec. II-G, an example for which is shown in Fig. [3] This has several advantages over calculating the ventilation as a post-processing step (c.f. [14], [40]), as it is not directly affected by misalignments, avoids local minima during registration and does not need a specific smoothing of the difference images (c.f. [41]). To further validate the ventilation estimation, an additional registration was performed for the POPI-model [47] (equivalent to case 17 of [5], which provides manual segmentations) and the total lung volume change was calculated by integrating all local ventilation values inside the lungs. A good agreement between the Jacobian method (246.6 ml), our hyper-label approach (246.1 ml), and manual segmentations (247.2 ml) was found.

C. Comparison to state-of-the-art

To demonstrate the impact of our MST-based registration framework, a comparison to previously proposed state-of-the-art algorithms is performed on the same dataset. Schmidt-Richberg et al. [10] proposed a variational lung registration method with direction-dependent regularisation to cope with the effects of discontinuous sliding motion. Gorbunova et al. [16] use a mass-preserving similarity term, which has been demonstrated to be less affected by the changes in contrast during respiration. Both methods were tested and evaluated by the authors on the same 4DCT dataset ([16] only uses a subset of 5 patients). We performed additional registration experiments using the gsyn method presented by Avants et al. [12], which is publicly available in the ANTS package. In gsyn, which is a symmetric, diffeomorphic, demons-like algorithm, has been chosen, because it performed best in a recent comparison study of pulmonary CT registration algorithms [5]. The following parameters were carefully chosen to obtain the best registration accuracy with similarly complex transformations as the proposed approach: 4 resolution levels; similarity metric: normalized cross correlation (NCC) (radius of 2 voxels); Gaussian smoothing of $\sigma=3$ and 1 voxels for gradient and deformation fields, respectively. In contrast to the results presented in [5] the full volumetric scans were considered and no lung masks were used to remove the outer lung information (and thereby invalidate the registration for locations outside of the mask). In a second experiment, we generate lung segmentations for all cases using thresholding and simple morphological operations and set the intensities of the outside voxels to the maximum of the ones inside the masks. We again optimised the smoothing parameters of gsyn for best registration accuracy, now yielding a more aggressive setting of $\sigma=3.5$ and 0.375 voxels respectively.

Table II shows the results for all compared approaches. Our proposed approach achieves the best results (TRE of 1.43 mm) with considerably lower computation times and without requiring lung/motion masks. Compared to gsyn applied to volumes with lung masking, the complexity of deformations is reduced by more than half. Figure [3] visualises the good registration quality and the well preserved sliding motion of our approach using an image-derived compared to a non-adaptive MST.

V. Discussion and Conclusion

A novel method based on discrete optimisation has been introduced that outperforms previous approaches for deformable CT lung registration, both in terms of accuracy and computational efficiency. A dense stochastic displacement sampling is performed for the similarity term on the highest available image resolution, which successfully avoids local minima, for which continuous optimisation methods are susceptible. The regularity of the deformation field is enforced using min-sum message passing on an image-derived minimum spanning tree (MST). This ensures a globally optimal solution without the need for an iterative scheme. The algorithm is efficiently implemented in a symmetric multi-level framework yielding lower computational complexity than other state-of-the-art algorithms, while employing many more degrees of freedom. The improvement in terms of computation times is ten-fold compared to the widely used continuous-based gsyn framework, as well as the discrete $\alpha$-expansion graph cut optimisation. Since the data cost of all nodes and the pairwise potentials of nodes having the same depth in the MST can be computed independently, the approach is well suited for parallelisation on graphics processors.

An average TRE of 1.43 mm was found for a challenging dataset of inhale-exhale CT scans. This is a significant improvement over gsyn [12] (TRE=2.43 mm), when the full deformation field is required and no lung masks are employed. The accuracy of the proposed approach compares well with previously published results on the same dataset, which addressed the challenges of sliding motion [10] (TRE=2.13 mm, improved to TRE=1.55 mm in [48] and locally varying contrast [16]). A globally smooth ventilation image is simultaneously estimated avoiding the previous two-step approaches to this task.

Despite only employing inhale and exhale scans, the accuracy of the proposed method is comparable to the best performing algorithms on this dataset [49] and [50], which use all time frames of the 4DCT cycle. Being able to estimate motion and ventilation with very high accuracy based on only inhale and exhale scans offers great clinical benefit, e.g. for diagnosis of breathing disorders, because the imaging radiation dose could be significantly reduced. However, for use in gated radiotherapy the motion of all phases throughout the breathing cycle has to be estimated.

In the presence of large deformations, our proposed dense stochastic displacement sampling yields a higher robustness.
against misregistration and makes the registration outcome less dependent on the initialisation. We make use of an image-derived MST to represent the connectivity between control points and enable a very efficient optimisation. As demonstrated in the experiments, for a sufficiently small grid spacing the MST representation deals very well with the sliding motion at the pleural interface and accurately aligns the whole volume without the need of additional masking of the thoracic cage, because it reduces the regularisation across strong image gradients. While an MST representation might not be suitable for all applications of deformable image registration, the greatly reduced complexity may still make the approach better suited in terms of the trade-off between quality and efficiency. It has to be noted, that even a six-connected graph is only an approximation to the real connectivity in medical images. An interesting prospective development of this approach would be to incorporate anatomical knowledge (e.g. fissure segmentations \cite{51}) into the construction of the MST.

We additionally introduced the concept of hyper-labels, which can carry complementary information in addition to the displacement labels and demonstrated its applicability to simultaneous ventilation estimation. Many more applications are possible using hyper-labels, such as estimation of MRI bias fields or contrast-uptake. In the future, we plan to employ this concept for other dynamic imaging modalities, such as dynamic contrast-enhanced MRI. A clinical validation of the ventilation estimation is intended in the future by correlating the obtained maps with hyper-polarised Xe-MR imaging. We also plan a submission of our new approach to the EMPIRE study \cite{5} in order to enable a comparison to a wider range of state-of-the-art algorithms.

**TABLE II: Results for deformable registration of inhale and exhale CT.** Average target registration error (TRE) for 300 expert selected landmarks per scan pair, given in mm. Best performing algorithm per case is set in bold. Average computation time, (maximum) degrees of freedom (d.o.f.), and complexity of the deformation fields (std(J)) are given where available.

<table>
<thead>
<tr>
<th>case #</th>
<th>initial</th>
<th>gyn Avants\cite{12}</th>
<th>symmetric (NCC) with lung masks</th>
<th>Gorbunova\cite{16}</th>
<th>Schmidt-Richberg\cite{10}</th>
<th>proposed</th>
<th>proposed with hyper-labels</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.89±2.8</td>
<td>1.03±0.5</td>
<td>1.08±0.5</td>
<td>1.15±0.6</td>
<td>1.28±0.8</td>
<td>0.98±0.5</td>
<td>0.97±0.5</td>
</tr>
<tr>
<td>2</td>
<td>4.34±1.9</td>
<td>1.02±0.6</td>
<td>1.14±0.6</td>
<td>1.26±0.7</td>
<td>1.13±0.6</td>
<td>0.95±0.5</td>
<td>0.96±0.5</td>
</tr>
<tr>
<td>3</td>
<td>6.94±4.1</td>
<td>1.31±1.0</td>
<td>1.22±0.7</td>
<td>1.79±1.1</td>
<td>1.29±0.7</td>
<td>1.18±0.7</td>
<td>1.21±0.7</td>
</tr>
<tr>
<td>4</td>
<td>9.83±4.9</td>
<td>1.65±1.6</td>
<td>1.44±1.1</td>
<td>2.01±1.4</td>
<td>2.58±2.9</td>
<td>1.60±1.4</td>
<td>1.39±1.0</td>
</tr>
<tr>
<td>5</td>
<td>7.48±5.5</td>
<td>2.05±2.3</td>
<td>2.45±1.5</td>
<td>1.70±1.3</td>
<td>1.62±1.3</td>
<td>1.72±1.5</td>
<td>1.72±1.6</td>
</tr>
<tr>
<td>6</td>
<td>11.10±7.0</td>
<td>2.50±3.3</td>
<td>1.56±2.6</td>
<td>—</td>
<td>1.96±1.4</td>
<td>1.72±1.1</td>
<td>1.49±1.0</td>
</tr>
<tr>
<td>7</td>
<td>11.59±7.4</td>
<td>3.77±5.7</td>
<td>2.26±4.0</td>
<td>—</td>
<td>3.83±3.1</td>
<td>1.79±1.4</td>
<td>1.58±1.2</td>
</tr>
<tr>
<td>8</td>
<td>15.16±9.0</td>
<td>7.06±8.6</td>
<td>2.82±6.3</td>
<td>—</td>
<td>3.84±4.6</td>
<td>2.24±2.6</td>
<td>2.11±2.4</td>
</tr>
<tr>
<td>9</td>
<td>7.82±4.0</td>
<td>1.89±2.0</td>
<td>1.17±1.3</td>
<td>—</td>
<td>2.01±1.5</td>
<td>1.45±0.8</td>
<td>1.36±0.7</td>
</tr>
<tr>
<td>10</td>
<td>7.30±6.3</td>
<td>2.06±3.0</td>
<td>1.50±2.3</td>
<td>1.75±1.3</td>
<td>1.59±1.6</td>
<td>1.55±1.6</td>
<td>1.43±1.3</td>
</tr>
<tr>
<td>avg</td>
<td>8.46±6.58</td>
<td>2.43±4.1</td>
<td>1.57±2.1</td>
<td>—</td>
<td>2.13±1.8</td>
<td>1.52±1.4</td>
<td>1.43±1.3</td>
</tr>
</tbody>
</table>

| std(J) | 12.9·10^{-2} | 20.9·10^{-2} | — | 10.9·10^{-2} | 9.9·10^{-2} |
| avg time | 29 min | 21 min | — | 2.09 min | 7.97 min |
| d.o.f. | 2.2·10^{7} | 2.2·10^{7} | — | 8.1·10^{7} | 40.4·10^{7} |

*Improved results from \cite{48} using a fast explicit diffusion (FED) scheme with improved convergence.

Fig. 6: Registration result for Case 8 of 4D CT dataset. The top row shows the axial plane, the bottom row the coronal plane. In columns from left to right is displayed: Overlay of inhale (green) and exhale (magenta) phase before and after registration, colour-coded deformation field of our method without using image information to derive MST and with the presented image-adaptive MST. The deformation fields demonstrate that the sliding of the lungs is better preserved using our MRF-based dense sampling approach with image-adaptive MST, which explains the improved registration accuracy. The outline of the thoracic cage is shown for visual guidance (dashed white or black line).
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